Towards an automated analysis of social-communication behaviors in ASD
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Introduction Figure 2. Non-obtrusive Data Collection Procedures Data analysis
Objective behavioral assessment i1s a mainstay of = We combined machine learning components
obehavioral science tools. Recent advances adapting L 2. 3. 4. > into an algorithm that finds and analyzes the

oatient (Fig. 2)

= Quality assurance checks included testing on
INndependent emotion and eye gaze data sets.

nuMman-Al interaction technology has promise to
streamline analysis of core soclal-communication
behaviors for treatment research. [1

Procecures that reaches 2 065 mean P seore for facia
We have developed a protocol to evaluate and refine Sction unit activify detection on a frame-by-
machine learning algorithms to detect social Videosmn& | F:dalk . Cl;lild hEyzgaze. Report frame level. [2]
: : : - : : cameras an andmarks identification ead pose, generation '
communication benhaviors In typically developing (1) - smart and body facial = Qur solution is a fully automated system, it does
children and children with neurodevelopmental glasses pose expressions, a ,

gestures Nnot suffer from reproducibility issues

= Spearman’s rho used to estimate relationship
oetween biometric data and clinician ratings of
oehavior on ADOS-2 items. Wilcoxon sign rank

disorders (NDD) such as ASD. See Table 1 for sample
characteristics & Fig 1. for data collection methods.

Figure 1. Protocol Development test used to evaluate group differences.
} Table 1 Results & Discussion
& Participant Figure 3. .Gaze = _:\/Ioderate, ne_:gatwe corrflapons fou nd.between
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[ (h=13) Sample Comparative - | Items (Ta Dle 2)
0 Developed and refined Analysis o
: clinic testing protocol D |NDD |TD ASD . = Gaze data suggest lower levels of initiations,
I with typically developing n=13 |n=49 n=8 n=8 : :
I children Age in Years |5.9 8.9 (3.6) [5.9(3.0) |5.6(3.4) 150 re.SpOﬂSG.S, ano Sthhrpﬂlzed .gaze INn ASD vs. TD
......... : ‘ (2.6) with statistically significant differences found in
Sex 6, 29, 4,50% |6, 75% 100 2=-1.79, p=.07 . :
Phase 2 (N, % male)  |46.2% |59.2% . synchronized gaze (Fig. 3)
: ::;ZQ';)“'C testing Full Scale 1Q /- a1 n/a  |111(16.7) ; . n - = Emotion data indicate lower levels of positive
: Tested protocol with children | 0 e - emotions but equivalent levels of negative
I with neurodeve]opmenta| ADOS-2 CSS [1.6 6.1 (2.8) 1.9 (2.1) 6.3 (3.1) Initiations Responses Synchronized . . .
: conditions during ADOS-2 (mean, sD) | (1.8) emotions in ASD vs. TD (Figure 4)
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Table 2. Correlations Conclusions & Future Directions
- between biometric data Figure 4. Frequency of = System  shows promise to identity digital
: and corresponding ADOS-2 Emotion Expressions oiomarkers closely linked to disease phenotype
! items : nASD
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on eye gaze include range of social- [ s (Child) |(Child) %0 — : : : : .o .
metrics communication behaviors | ADOS2 ; = Future directions will require training system in
v OUEEIRS 33 07 -41 -46  -47 £ oroader neurodevelopmental and psychiatric
eye £ . : .
B contact P E | samples (e.g. at-risk schizophrenia, ADHD) &
Integrated Software ADOS-2 2 | : Cop : :
Development . 2 testing within behavioral and pharmacological
(in ropress) facial -52* .35 -26  -35 -41 . . . .
sl expression 0 100 200 300 400 500 600 Iﬂte rveﬂtIOﬂ tl’la|S
S Number of detected emotion segments References iy
[1] Loérincz, Andras. "Revolution in health and wellbeing.” KI-Kunstliche £ RUSH UNIVERSITY § ﬂ: O% &
Intelligenz 29.2 (2015): 219-222. ‘b MEDICAL CENTER D?% 4‘? Q

[2] Tésér, Zoltan, et al. "Deep learning for facial action unit detection %M_VL@O ARGUS Cognitive

under large head poses." European Conference on Computer Vision.
Springer, Cham, 2016.

Funding: Boler Family Foundation



